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Abstract—Real-time cyber-physical systems (CPS) are increas-
ingly deployed in command and control applications for safety-
and mission-critical domains such as autonomous vehicles and
critical infrastructure. To enable enhanced capabilities, CPS are
becoming more complex and interconnected, yet this expanded
functionality introduces new security vulnerabilities. Addressing
these challenges, this paper presents a secure and resilient
scheduling technique for hard real-time CPS applications that
protects against common memory-corruption-based attacks. Our
approach introduces a security-oriented dimension of criticality,
enabling the system to selectively drop low-security-critical work-
loads in response to detected threats. This reduces the attack
surface and allows for the timely rescheduling of both victim
task re-executions and system recovery processes. We demon-
strate that traditional mixed-criticality scheduling approaches are
overly conservative and inadequate for accommodating dynamic
recovery requirements under this security model. To address this,
we propose a novel scheduling algorithm tailored for security-
aware CPS, along with a schedulability test using a security-
criticality demand-bound function. The proposed framework is
implemented in FreeRTOS with micro-ROS and validated using a
hardware-in-the-loop simulation of a flight control task. Extensive
schedulability experiments reveal that our model outperforms
existing approaches with required adaptation, improving ac-
ceptance ratios by over 30 percent in heavily utilized CPS
environments. This work advances secure, real-time scheduling
to enhance both the resilience and safety of critical cyber-physical
applications.

Index Terms—real-time cyber-physical system, mixed-
criticality systems, resilient scheduling, secure recovery

I. INTRODUCTION

Real-time and embedded systems are foundational to the
control and coordination of complex cyber-physical systems
(CPS) across various sectors, including autonomous vehicles,
power grids, and the Industrial Internet of Things (IIoT). In
applications such as these, onboard computational systems
enable efficiency, autonomy, and responsiveness. However, the
increasing complexity and interconnectedness of these embed-
ded devices also broaden the attack surface, introducing new
security vulnerabilities that could compromise system integrity
and safety. Unlike general-purpose systems, embedded CPS
often lack robust cybersecurity defenses, leaving them more
susceptible to exploitation. For instance, the Mirai botnet [7],
illustrated how basic vulnerabilities, such as default passwords
in IoT devices, can be exploited at scale, turning thousands
of embedded systems into attack vectors. Given the mission-
critical nature of CPS, it is essential for these systems to not
only detect and mitigate threats but also maintain stringent
real-time performance and resilience in response to attacks.

Traditional cybersecurity techniques, such as address-space
layout randomization (ASLR), are ubiquitous in general-
purpose computing and enabled by default in operating sys-
tems like Windows, macOS, and Linux. However, real-time
and embedded systems often avoid such randomization-based
defenses due to the high unpredictability and performance
overhead they can introduce, which conflicts with the strict
timing constraints required by CPS [15], [20].

The most common class of vulnerabilities in CPS is
memory-corruption ones, which attackers can exploit to over-
write or access unintended memory regions. For example,
unchecked array access may read or write beyond their
allocated memory, potentially altering executable code and
disrupting the intended program flow. According to reports
from Microsoft and Google, memory-corruption vulnerabili-
ties account for roughly 70% of the vulnerabilities in their
codebases [34], [41]. While methods to eliminate these vulner-
abilities exist, such as Softbound [33], which incurs over 100%
overhead in memory usage and CPU cycles, they are often too
costly for real-time CPS applications. Alternatively, rewriting
codebases in memory-safe languages like Rust, though effec-
tive, remains impractical at scale. As a result, most runtime
defenses against memory-corruption-based attacks in CPS aim
to detect exploitation attempts and prevent further compromise
by terminating the affected process. For example, control-
flow integrity (CFI) [4], [47] performs checks at control-
flow transitions to ensure valid branch targets and crashes
the process upon invalid control flow. Importantly, runtime
defenses are integral to the protected task, that is, they are
executed within the protected process, not in a separate process
as in monitoring-based security approaches [22], [23], [24],
[25]. Runtime defenses are, therefore, proactive, designed to
prevent exploitation by stopping attacks before they escalate,
whereas monitoring-based approaches are reactive, detecting
anomalies and exploitation evidence post-occurrence. We note
that runtime defenses are designed to prevent exploitation,
while monitoring-based approaches detect anomalies and evi-
dence of such exploitation.

However, in real-time systems that often control critical
physical processes, crashing a compromised process can jeop-
ardize the integrity and stability of the entire system. To safely
integrate such defensive mechanisms, it is essential to provide
recovery capabilities that can respond to detected malicious
events without disrupting real-time constraints. Specifically,
the system must be able to restart a process, return it to a



known safe state, and re-execute it promptly to maintain safe
and continuous control. Restarting a real-time process (i.e.,
job) introduces additional computational demands that can
significantly impact its ability to complete within its deadline.
Without careful management, these demands may further
jeopardize the temporal integrity of other tasks, potentially
cascading into broader system instability. Therefore, effective
mitigation strategies are required to ensure that recovery
operations uphold both the security and timing requirements
essential to the reliable operation of cyber-physical systems.

These observations motivate the need for new task models
and scheduling algorithms to enable resilience to memory-
based attacks, i.e., the ability to maintain some safe level
of operation while recovering from an attack. While there
may be naı̈ve means of supporting such behavior in existing
scheduling and analysis frameworks, maximizing the plat-
form’s utilization while enabling such resilience requires new
models, algorithms, and analysis. Note that we do not specify
the details of restoring the system to a known good state after
an attack. Our focus is ensuring, given the timing properties
of the system tasks and restoration task, that the recovery task
can be completed without causing deadline misses in other
critical tasks.
Mixed Criticality. This problem shares several important sim-
ilarities with mixed-criticality (MC) scheduling, particularly
in its capacity to operate in a degraded mode of execution.
However, traditional MC scheduling models have primarily
been developed to address a single type of aberrant behavior—
temporal overruns—rather than security incidents. Notably,
Burns has argued for the generalization of MC systems into
multi-mode systems [14]. This work exemplifies this argu-
ment by demonstrating a multi-mode system in which mode
switches are triggered by security events rather than timing
overruns.

There are several important similarities and differences be-
tween the standard Vestal-model [44] for MC scheduling and
the need of a resilient real-time recovery model. For example,
when a security event is detected, it is useful to shed less-
critical workloads to ensure the continued correct operation
of high-critical workloads. Shedding workloads is especially
useful for security as it can also reduce the attack surface of
the system. There are, however, several important differences.
First, when a defense prevents an attack, it crashes the process,
requiring re-execution of the job and additional processing
time. Another key difference with security criticality is that
we assume that an attacker can target at most one task, not
all tasks simultaneously. Mainly, memory corruption attacks
target vulnerabilities in code, and because different tasks have
different codes, they are not likely to be vulnerable to the same
exploit payloads [40]. Tasks handling IO are ideal targets for
memory attacks since mistakes in input processing can provide
entry points to the system, making them attractive targets for
attackers. Finding vulnerabilities is often difficult1 and con-
structing malicious payloads is challenging, especially when

1Many companies have bug bounty programs that pay significant rewards
for reporting vulnerabilities.

modern defenses are employed. It is, therefore, unreasonable
to assume that an attacker targets all processes in a system
with unique exploits simultaneously.

Thus, it is too pessimistic to adapt existing results in MC
analysis. In addition, in an MC environment, the system often
returns to normal mode when a transient overload condition
subsides. In contrast, returning to a normal mode of execution
after detection of a security threat may require additional
recovery processing for computations such as (i) adding the
malicious input to a blocklist to ensure the re-executed task
will not be attacked [30], (ii) forensic analysis, (iii) human-
operator communication, and/or (iv) other actions to harden
the security posture of the system, such as substituting binaries
with stronger-defended ones, etc. Such additional computation
time must also be modeled and analyzed. Notably, shedding
less critical workload, with the proper analysis, frees computa-
tion time to enable such recovery processing without affecting
the utilization of the normal mode. Moreover, existing non-MC
and MC scheduling schemes cannot guarantee the immediate
execution of the recovery process after the detection of an
attack to prevent replay attacks on the victim task.
Contributions. Based on these observations, (i) we propose
SR3, a secure and resilient real-time recovery task model
(Sec. II) that can recover from a memory-corruption-based
attack at runtime while maintaining the correctness of high-
security-critical tasks. Specifically, we propose a novel ap-
proach to model the recovery process by designing a sporadic
server with guaranteed execution of the recovery process to
sanitize the victim’s task before re-executing; (ii) we develop
a scheduling algorithm for the presented task model using the
earliest deadline first (EDF) with virtual deadlines for security-
critical tasks and corresponding demand-bound-function-based
schedulability test (Sec. III); (iii) we present a system imple-
mentation of SR3 in FreeRTOS running on micro-ROS and
system implementation overhead analysis using a flight control
task in hardware-in-the-loop simulation (Sec. V); and (iv)
we conduct schedulability evaluations of SR3 using synthetic
workloads (Sec. IV). Our extensive evaluation demonstrates
the effectiveness of SR3 over adapted existing scheduling
schemes and the feasibility of system implementation.

II. MODEL AND PROBLEM

A. Threat Model

We assume a threat model consistent with other prior works
on runtime defenses [18], [47], [56]. Specifically, we assume a
write-what-where vulnerability2 that an attacker can leverage
to corrupt code pointers 3 to hijack control flow to attacker-
specified location(s). Significant research has shown that even
such simple and common vulnerabilities can be exploited
using return-oriented programming (ROP) [37] or other attack
techniques (e.g., [49]) to completely hijack control flow and

2An attacker’s ability to write any value to any memory location, e.g.,
leveraging a buffer overflow.

3A code pointer is any address stored in a data section that points to
executable code. Return addresses on the stack are frequent attacker targets.



implement Turing-complete attacker-controlled logic. This is
a very common and powerful threat model.

We assume the system is instrumented with an existing real-
time runtime defense such as control-flow integrity (CFI) [18],
[47], [56], [36], or data-flow integrity [12]. Notably, all of
these defense techniques detect an attack on a task at or before
the completion of its execution budget and prevent further
exploitation of the task by crashing it.

Attacks on the scheduler or RTOS itself are outside the
scope of our threat model. However, the scheduler and RTOS
can be made trustworthy if using a verified RTOS (e.g.,
seL4 [27]) or by using a trusted execution environment (e.g.,
ARM TrustZone [48]).

B. System Model

Let Γ′ = {τ1, τ2, ..., τn} be a set of independent n sporadic
and constrained-deadline tasks scheduled on a uniprocessor.
Each task τi can be represented by a tuple (Ci, Ti, Di, ςi),
where Ci is the worst-case execution time (WCET)4, Ti is
the minimal inter-arrival separation, and Di is the relative
deadline (i.e., Di ≤ Ti) of the task instances (i.e., jobs). We
assume each task can potentially release an infinite sequence
of jobs. Let ςi ∈ {0, 1} denote whether task τi is of low
or high security criticality. We use Γ

Cς
= {τi|ςi = 0} and

Γς = {τi|ςi = 1} to denote the set of low-security-criticality
(LO-security) tasks and high-security-criticality (HI-security)
tasks, respectively. We model LO- and HI-security tasks based
on the observation that some tasks are not essential to maintain
the safe or secure operation of the system, especially when
the system may be under attack. This is depicted in Table I.
For example, in an automotive system, infotainment services
are not mission-essential functions and should neither interfere
with high security nor temporal criticality tasks. Some tasks
are also high criticality with respect to both security and tem-
poral criticality, as they support mission-critical functionality.
However, there are some tasks that could be critical to the
security of the system but be less critical to the temporal
correctness of the system. For example, key management
for encrypted communication may be critical to the security
of the system, even if their timing is not mission-critical.
Alternatively, some sensor readings may support optional or
non-mission-critical functionalities, which could be disabled in
the presence of a security threat. However, in order to maintain
a consistent state, their processing is critical to ‘timing’.

Note that LO-security tasks may themselves contain vul-
nerabilities. When the system is under attack, minimizing the
attack surface is a valuable defense in and of itself. Given this
motivation and model, we define the following terms:

Definition 1 (Victim Task and Targeted Task). Any task τv ∈
Γ′ is a victim task when it is attacked during runtime. We
further denote a HI-security victim task τv as a Targeted Task,
τt ∈ Γς , with an execution budget of Ct.

Control-flow-hijacking attacks exploit one or more vul-
nerabilities within a single process to construct a malicious

4Contrary to traditional MC, Ci does not change in different system modes

TABLE I: Tasks of differing temporal and security criticalities.

Temporal Criticality
High Low

High Safety-critical Encryption key management
Security Control Processing software

Criticality Low Processing non-mission- Infotainmentcritical sensor inputs

payload. Finding vulnerabilities and constructing malicious
payloads is challenging, especially in the presence of modern
defenses, and is application-specific. We, therefore, assume
that an attack may target, at most, a single task at a particular
time instant.

Definition 2 (System Modes). The system will begin its
execution under normal mode, during which no attack on
a security task is detected. Once a victim task is identified
during runtime, the system will immediately switch into re-
covery mode. Proper actions (see below) will be taken during
recovery mode to prevent the system from further exploitation.

When transitioning to the recovery mode, additional actions
may be taken to facilitate recovery, for example, additional
monitoring or validation of the system, forensic analysis, com-
munication with human operators, etc. We model this addi-
tional workload as a recovery workload. To accommodate the
recovery workload, we propose to use a ‘sporadic server’ [39]
in the recovery mode. Modeling the resource reservation for
recovery workload via a sporadic server instead of modeling
by a regular task has multiple benefits. First, the behavior of
the recovery workload often depends on the specific recovery
scenario, which could potentially be only one instance task
(i.e., job) or a periodic task; thereby, modeling as a sporadic
server allows for accommodating mixed types of recovery
workloads. Second, it ensures that the recovery workload
receives a guaranteed bandwidth and is not deferred as a best-
effort task or simply scheduled as a background task, thereby
allowing for quick recovery actions. This sporadic server for
the recovery workload—denoted as ‘Recovery Server’—is in
addition to the regular HI- and LO-security tasks defined below:

Definition 3 (Recovery Server). The recovery server τR =
{CR, TR} is a sporadic server that is activated/released
upon detection of an attack during runtime, where CR is its
execution budget and TR is the period. The initial resource
replenishment time of the recovery server is equal to the system
mode switch instant.

The design choices of server parameters are discussed later
in this section. Note that we use a standard simple sporadic
server [39] as the recovery server. Therefore, the resource
consumption and replenishment rules for the simple sporadic
server [39] directly apply to the recovery server. In addition,
as the sporadic server behaves as a regular sporadic task, the
schedulability analysis of the recovery server would be carried
on as a sporadic task.

Design of Recovery Server (to prevent Denial-of-Service
(DoS) or Replay attacks). Since it is important to put the
malicious inputs into a ‘blocklist’ [30] upon detection of an



TABLE II: Workload considered in Example 1.

Task ID Ci Ti ςi
τ1 1 3 0
τ2 2 9 1
τ3 5 25 1
τR 0.4 4 −

attack to prevent simply replaying the same attack on the
tasks to perform DoS by an adversary, it is necessary to make
sure that the recovery server gets the highest priority at the
beginning of the recovery mode so that the malicious input can
be block-listed by the recovery process. How can one ensure
that the recovery process starts being executed by the recovery
server at the beginning of recovery mode? This depends on
the design of the scheduling algorithm for the system’s overall
workload. We will design the recovery server in section III
after discussing the proposed scheduling algorithm, which is
one of the key contributions of this paper.

The whole SR3 system workload contains the HI- and LO-
security tasks, as well as the recovery server, i.e., Γ = Γ′∪τR.

Correctness Criteria. Given the SR3 system, which contains
a set of HI- and LO-security tasks and the recovery server, a
correct scheduler must

1) guarantee that all HI-and LO-security tasks receive enough
execution budget and meet their deadlines during normal
mode;

2) ensure that all HI-security tasks (without failure, i.e.,
except the Targeted task) continue to receive normal ex-
ecution budget and meet their deadlines during recovery
mode;

3) ensure that if the victim task is a Targeted task (the failing
HI-security5 task being attacked), then the victim task will
receive another full re-execution budget (of its original
WCET, Ci) beyond the mode switch point and meets its
original deadline;

4) provide enough budget to the recovery server following
the resource consumption and replenishment rules of
sporadic server [39] during recovery mode;

Our objective is to identify a correct online scheduling
mechanism and derive an offline schedulability test. Note that
once there is a detected attack (and thus a mode switch), guar-
antees to service of LO-security tasks are no longer required,
and this workload is dropped to minimize the attack surface.
The targeted task must be re-executed before its original
deadline in order to maintain continuous safe operations. We
assume the malicious input can be placed in a blocklist using
a proper recovery process and that a known-safe or sanitized
input is used for the re-executed job. This assumption is
consistent with prior work [30].

Unfortunately, the standard uniprocessor scheduling algo-
rithms (e.g., EDF) perform poorly on the task set. Besides,
it is also non-trivial to prevent replay attacks in non-mixed-

5When the victim task is a LO-security one, a mode switch is triggered
immediately, while no re-execution budget will be allocated, as no guarantees
are provided to LO-security tasks in recovery mode.

criticality systems as the execution of the recovery task before
re-executing the victim task cannot be simply ensured with
EDF without any additional constraint.

Example 1. Consider a task set Γ = {τ1, τ2, τ3, τR} with
parameters presented in Table II (τR is carefully chosen for dy-
namic priority algorithm). For ease of discussion, we consider
an implicit deadline workload here. This regular sporadic task
set is schedulable on a uniprocessor system under the EDF
scheduler as the utilization (

∑
∀i

Ci

Ti
) of the task set is 0.855

(including the utilization of recovery server, τR) which passes
the optimal schedulability test (i.e.,

∑
∀i

Ci

Ti
≤ 1) for implicit

deadline workloads on a uniprocessor.
Now let us map the SR3 system workload to a sporadic

task model for EDF scheduling by doubling the execution
of HI-security tasks, (C ′

2 = 4, C ′
3 = 10) and keep the

recovery server always active. After mapping the task set to
a sporadic task model for EDF scheduling, the utilization of
the mapped task set becomes 1.277. Therefore, the mapped
task set with security awareness is not schedulable by EDF.
We will later see that the task set is schedulable under our
proposed scheduling algorithm.

As only the targeted task is re-executed instead of all HI-
security tasks, intuitively, an optimistic case would be doubling
only the execution of the targeted task instead of all HI-tasks
while mapping to the sporadic task model from SR3 system
workload. However, as any HI-security task can be the targeted
task, one cannot simply double the execution budget of a task
to cover the re-execution of any HI-security task. One might
(pessimistically) think of designing a server (e.g., sporadic
server) with an execution budget as the maximum WCET of
any HI-task and server period as the minimum period of any
HI-task. It is not entirely guaranteed that the server can re-
execute a targeted task within the original deadline if the
attack is detected right at the deadline moment of the job. This
is why we have mapped the workloads for EDF as doubling
the execution of all HI-tasks.

III. SCHEDULING ALGORITHM

In this section, we first present our proposed scheduling
algorithm (denoted as sEDF-VD) for the SR3 system work-
load. As demonstrated by example 1, directly employing an
EDF scheduler may lead to a too narrow scheduling window
between the attack detection instant to its deadline instant
for a HI-security task to re-execute upon an attack and thus
lead to a deadline miss. Therefore, we proposed to adopt the
concept of virtual deadlines, such that the HI-security tasks
receive proper ‘promotion’ under the normal mode. We then
present the design of the recovery server for the proposed
sEDF-VD algorithm so that the recovery server receives a
guaranteed execution budget at the beginning of the recovery
mode. Finally, we present the schedulability test of sEDF-VD
based on demand-bound functions (DBF) analysis.

A. Algorithm sEDF-VD

Let us start with a general overview of our proposed
algorithm. At any instant in normal mode, we aim to promote



the execution of jobs of HI-security tasks over LO-security
tasks, maintaining the deadline constraints of all tasks. To do
so, we compute a virtual deadline Dv

i = x ·Di for each HI-
security task such that the virtual deadline is less than or equal
to the original deadline of the tasks (i.e., no task exceeds the
original deadline), where x ∈ (0, 1] is a deadline shrinkage
parameter. After computing a suitable virtual deadline for
each HI-security task, HI-security tasks are scheduled using
their virtual deadline and LO-security tasks with their original
deadline following the EDF algorithm. The window between
the virtual and actual deadlines for each HI-security job is
‘reserved’ for the HI-security task’s potential re-execution
upon attack/mode switch. Further, in recovery mode, all LO-
security tasks are dropped immediately at system mode-switch
instant. Then, in recovery mode, all HI-security tasks and the
recovery server are scheduled following the EDF algorithm
using the original deadlines.

B. Design of Recovery Server

We will now design the recovery server scheduled using
sEDF-VD so that it can receive the highest priority at the
beginning of the recovery mode. The following theorem states
a sufficient condition for the server parameter:

Theorem 1. The recovery server τR = {CR, TR} with system
workload Γ′ scheduled using sEDF-VD is guaranteed to
receive the highest priority at the beginning of recovery mode
if the period of the server is TR = min{Di −Dv

i }, ∀τi ∈ Γς .

Proof. Since the workload would be scheduled by sEDF-VD,
to receive the highest priority at the start of recovery mode,
the server deadline has to be the earliest one among all active
jobs at the mode-switch instance.

Following the system model, a job (let denoted as J) of
a targeted task is the executing job during the mode-switch.
Assuming all jobs met their respective (virtual) deadline in the
normal mode (which is a necessary condition for schedulable
workload), there are two cases for a mode-switch to recovery
mode such as the mode-switch instant is (i) the absolute virtual
deadline instant of the job J , and (ii) a time instant before the
absolute virtual deadline of J .
Case (i): Since J is the executing job among all active
jobs, J has the earliest virtual deadline among all active
jobs. After the mode switch, all active jobs’ deadlines will
be updated to actual (absolute) deadlines from the virtual
deadlines. Therefore, for all active jobs, the deadline would
be at least Di − Dv

i units ahead of the mode-switch instant.
Hence, the server with min{Di −Dv

i } would be the earliest
deadline (i.e., highest priority) job.
Case (ii): Since the mode-switch instant is before the virtual
deadline of J and the deadline of all active jobs are updated
to their respective absolute deadlines from virtual deadline
instances (where all virtual deadlines of active jobs are after
the mode-switch instant), the server with min{Di−Dv

i } would
be the earliest deadline (i.e., highest priority) job.

Note that if the deadline shrinkage factor x = 1, then Di =
Dv

i implying TR = 0, i.e., server would be activated. However,

x = 1 can only be possible if the system is not under attack,
which is not the case for the schedulability test developed
in the following section. Note that the schedulability test is
considered the worst-case scenario, where the targeted task
must be reexecute in the recovery mode. Therefore, Di −Dv

i

for any τi ∈ Γς cannot be 0.

C. Schedulability Test

We present a schedulability test of the sEDF-VD algorithm
for the SR3 system workload via the workloads’ demand-
bound functions (DBF) analysis across system modes. The
DBFs of tasks (to be executed in the recovery mode) are
inherently related between normal and recovery modes as the
tasks (specifically HI-security tasks) would execute in both
system modes. Therefore, we can shift demand from one mode
to another by tuning the virtual deadline, Dv

i = x ·Di of the
HI-security tasks.

Here, we derive DBF for HI-security tasks, LO-security
tasks, and the recovery server. We then use those functions
to determine the schedulability of sEDF-VD for the task set.
Let us first define the DBF for a sporadic task [9] as follows:

Demand bound function (DBF), dbf(τi, ℓ), gives an upper
bound of maximum possible execution of all jobs of a task
τi = (Ti, Ci, Di) that have both their arrival times and
deadlines in the scheduling window, ℓ. The demand bound
function is defined as follows [9],

dbf(τi, ℓ) = max

{⌊
ℓ−Di

Ti

⌋
+ 1, 0

}
· Ci (1)

Baruah et al. [9] developed a necessary and sufficient condition
for EDF scheduling of a non-mixed-critical sporadic task set
using DBFs, which we stated as follows:

Theorem 2 (From Theorem 1 in [9]). A task set τ can be
successfully scheduled by the earliest deadline first (EDF)
algorithm on a uniprocessor with a dedicated resource supply,
if and only if,∑

τi∈τ

dbf(τi, ℓ) ≤ ℓ, 0 ≤ ℓ ≤ ℓmax, (2)

where,

ℓmax = min

{
T + max

1≤i≤n
{Di},

U

1− U
· max
1≤i≤n

{Ti −Di}
}
,

where T = lcm1≤i≤n{Ti} and U =
∑n

i=1
Ci

Ti
< 1.

We will formulate the DBFs for different tasks in the SR3

workloads using the equation (1) and then the schedulability
test leveraging Theorem III-C. Ekberg and Yi [19] proposed
to analyze the DBFs for different critical tasks of the mixed-
critical system separately. We have adapted a similar technique
to derive the DBFs for different task categories of our task
set separately. Let us first define a general DBF notation to
calculate DBF for different tasks in different system modes as
dbftask id

sys mode(task, length), e.g., dbfij(τi, ℓ) implies the DBF of
ith task τi ∈ Γ in jth system mode for all time instants ℓ ≥ 0.



Now, we use the following breakdowns of DBF calculation
for the task set:

• dbfin(τi, ℓ)—the demand of a task τi ∈ Γ′ in normal
mode (denoted as n), ∀ℓ ≥ 0.

• dbftr(τt, ℓ)—the demand of the targeted task τt in recov-
ery mode (denoted as r), ∀ℓ ≥ 0.

• dbfi ̸=t
r (τi, ℓ)—the demand of a task τi ∈ Γς \ τt in

recovery mode, ∀ℓ ≥ 0.
• dbfRr (τR, ℓ)—the demand of the recovery server τR in

recovery mode, ∀ℓ ≥ 0.
Let us consider each task of the task set we will

use for the DBF-based schedulability test as a five-tuple
{Ci, D

v
i , Di, Ti, ςi}, and ςi ∈ {0, 1}. Here, Di and Dv

i are
the actual and virtual deadline of task τi, respectively, where
Di = Dv

i ≤ Ti,∀τi ∈ Γ
Cς
, and Dv

i ≤ Di ≤ Ti,∀τi ∈ Γς .
We will now derive DBF-based schedulability constraints

of the SR3 system workload considering the presence of a
targeted task (τt ∈ Γς ), i.e., the victim task is a HI-security
task instead of any arbitrary task as a victim task. We then
leverage the results to derive the schedulability constraints for
the task set that includes LO-security victim task (τv ∈ Γ

Cς
).

Let us first derive the DBF bound for the normal system mode
and then for the recovery system mode.

DBF in normal mode. When the system is in normal mode,
each task τi ∈ Γ′ works as a regular sporadic task on a
uniprocessor with a deadline Dv

i and period Ti. Similar to
a standard non-mixed-critical system, all tasks are trivially
scheduled on a uniprocessor using EDF. So, we get tight-
bound DBF for each task as follows [9],

dbfin(τi, ℓ) = max

{⌊
ℓ−Dv

i

Ti

⌋
+ 1, 0

}
·Ci; ∀τi ∈ Γ′,∀ℓ ≥ 0

(3)
Now, we will derive the DBF of the tasks in recovery

mode. The demand for LO-security tasks in recovery mode
immediately drops to zero. We will consider the tasks to be
executed in the recovery mode into three mutually exclusive
subsets of tasks, such as regular HI-security tasks (excluding
the targeted task), recovery workloads, and the targeted task, to
compute the DBFs separately. Notably, however, the resource
reservation for recovery workloads would be maintained by
the recovery server. Therefore, instead of computing DBFs
for recovery workloads, we will compute the DBF for the
recovery server. Before deriving the execution demand of tasks
in recovery mode, we will derive the scenarios when a job
of a regular HI-security task may have carry-over (defined in
the following paragraph) during the mode-switch from normal
mode to recovery mode. The targeted task and recovery server
do not have any carry-over as the targeted task will re-execute
again in recovery mode, and the recovery server receives the
first resource allocation at the mode-switch instant.

Demand of Carry-Over Jobs. A carry-over job is a job of HI-
security task that is released in normal mode and has a deadline
in recovery mode. Fig. 1 illustrates a carry-over execution
scenario. In recovery mode, we need to finish the remaining

Scheduling Window (𝒎)Mode-Switch 
instant

𝒓𝒊 𝑫𝒊𝒗 𝑫𝒊

Maximum Possible carry-over

Fig. 1: HI-security task’s carry-over during mode-switch

execution of any HI-security tasks (∈ Γς \ τt) before their
deadlines. The amount of remaining execution depends on the
task’s carry-over demand. The maximum possible carry-over
demand is the remaining execution window of each task from
the mode-switch instant to the virtual deadline (Dv

i ) of the task
(Fig. 1). We need to consider the carry-over demand during
the derivation of DBFs for ‘regular HI-security tasks’ in the
recovery mode. The properties of carry-over jobs illustrated in
Lemma III.3 in [19] also hold in our setup.

DBF of the regular HI-security tasks in recovery mode
can be computed in similar way as [19]. Instead of direct
calculation of carry-over demand, we first calculate the mini-
mum execution requirement of carry-over jobs in normal mode
before mode-switch as follows [19],

done(τi, ℓ) =


max{Ci −m+Di −Dv

i , 0};
if Di −Dv

i ≤ m ≤ Di

0; otherwise
(4)

where τi ∈ Γς \τt, τt is the targeted task and m = ℓ mod Ti.
Now, let us calculate the DBF of a task considering the

carry-over job will fully execute in the remaining scheduling
window (Di −Dv

i ) for τi ∈ Γς \ τt as follows [19],

full(τi, ℓ) = max

{⌊
ℓ− (Di −Dv

i )

Ti

⌋
+ 1, 0

}
· Ci (5)

Therefore, the maximum bound of DBF of any ‘regular
HI-security task’ τi ∈ Γς \ τt is,

dbfi ̸=t
r (τi, ℓ) = full(τi, ℓ)− done(τi, ℓ) (6)

DBF of targeted task in recovery mode include the malicious
job of the targeted task, which needs to re-execute in the
scheduling window of (Dt −Dv

t ). Therefore, the DBF of the
targeted task is as follows,

dbftr(τt, ℓ) = max

{⌊
ℓ− (Dt −Dv

t )

Tt

⌋
+ 1, 0

}
· Ct (7)

DBF of the recovery server. As mentioned in Sec. II, the
recovery server is designed using a sporadic server, which
behaves exactly the same as a sporadic task from the schedu-
lability point of view. Besides, the recovery server receives
the first resource allocation at the mode-switch instant. So,
the DBF of recovery server τR = (CR, TR) in recovery mode
can be formulated as follows,

dbfRr (τR, ℓ) = max

{⌊
ℓ

TR

⌋
, 0

}
· CR (8)



Using the equations of DBFs of different tasks and leverag-
ing Theorem III-C, we get the following schedulability test:

Theorem 3. A SR3 system workload Γ can be successfully
scheduled by EDF with virtual deadlines on a uniprocessor if,
for any targeted task τt ∈ Γς , both of the following conditions
hold for ∀ℓ ≥ 0,

A(ℓ) :
∑
τi∈Γ′

dbfin(τi, ℓ) ≤ ℓ

B(ℓ) :
∑

τi∈Γς\τt

(
dbf i̸=t

r (τi, ℓ)
)
+dbfRr (τR, ℓ)+dbftr(τt, ℓ) ≤ ℓ

Proof. The proof follows the Theorem III-C that the total
demand in normal mode (condition A(ℓ)) is less or equal to
the available scheduling window at any instant, same as for
recovery mode (condition B(ℓ)). Condition B(ℓ) in Theorem 3
is need to verified for any τt ∈ Γς as any task in Γς could be
a targeted task.

Although in the DBF test in Theorem III-C it is sufficient
to test up to ℓmax instead of all ℓ ≥ 0 (ref. equation (2)),
Theorem 3 is developed for all ℓ ≥ 0. Due to space limitations,
we did not present such a result in the main paper.
Note. Any LO-task could also be attacked, and therefore, the
system must need to switch recovery mode to recover from
the threat once the attack is detected. However, as the LO-task
would not re-execute in the recovery mode, only the HI-tasks
can create the worst-case scenario for the schedulability test
as considered in Theorem 3.

Determination of recovery server parameters, TR, CR, and
deadline shrinkage parameter x. In Algorithm 1, we present
a binary-search algorithm for the deadline shrinkage parameter
x ∈ (0, 1]. For each x, we need to find the appropriate
server parameters TR and CR using the recovery server’s
utilization uR (ref. Line 6, 7). Then, adding the recovery
server task to the system workload (ref. Line 7), we check the
DBF-based schedulability constraints (ref. Line 8) presented
in Theorem 3. Note that in the calculation of CA and CB

in Line 8, we need to consider ∀ℓ ∈ [0, lmax] instead of
∀ℓ ≥ 0 and can be efficiently computed using quick processor
demand analysis (QPA) [55]. With an initial value of x, Line
8 returns the schedulability constrains CA and CB . Later,
Lines 9 to 11 check whether the current value of x is feasible
for the schedulability of the workload or not. Depending on
CA and CB , the algorithm either returns the current value
of x as a common shrinkage factor for all HI-security tasks
or searches for a feasible x in the half of the search space
of previous iteration. In short, Algorithm 1 returns either a
common shrinking factor x for each HI-security task if the
task set is schedulable and the recovery server’s parameters or
FAILURE if the task set is not schedulable within the precision
tolerance limit ϵ.

Example 2. We again consider the task set in Table II. To test
the schedulability of the workload scheduled by the sEDF-VD,

Algorithm 1: Procedure for finding server parameters
{CR, TR} and deadline shrinkage parameter x

Input: A SR3 system workload Γ′ = {Γς ,Γ
Cς
}, uR

(utilization of τR), and precision accuracy ϵ
1 δ ← 0.5;x← δ ; // step size for binary search

and initial shrinking factor
2 while δ ≥ ϵ do
3 δ ← δ/2 ; // updating step size
4 for each τi ∈ Γς do Dv

i ← x ·Di ;
5 TR = min{Di −Dv

i |τi ∈ Γς} ; // set the server
period for current x

6 CR = uR × TR ; // execution budget of the
server

7 Γ = Γ′ ∪ {CR, TR}
8 CA, CB = Check (Condition A(ℓ) & B(ℓ) in Thm 3) ;

// where, ℓ ∈ [0, ℓmax]
9 if CA ∧ CB then return x, {CR, TR} ;

10 else if CA ∧ ¬CB then x← x− δ ;
11 else if ¬CA ∧ CB then x← x+ δ ;
12 else return FAILURE; // no x can be found
13 end
14 return −1 ; // still possible to find a x with

smaller ϵ

we need to find whether there exists a feasible x that satisfies
both the schedulability constraints of Theorem 3. Following the
Algorithm 1, the task set is schedulable. Since the Algorithm 1
returns only a single feasible value of x, we further find out
the range of x as 0.36 < x < 0.76 (via an exhaustive search
for x ∈ (0, 1]) for Dv

i = x · Di for all HI-security tasks
which satisfy the schedulability constraints in Theorem 3 with
precision accuracy of ϵ = 0.01.

IV. SCHEDULABILITY EVALUATION

We evaluated the schedulability of sEDF-VD through syn-
thetic task sets.
Baselines. It is important to note that existing algorithms
do not guarantee the execution of recovery tasks immedi-
ately after attack detection. However, for schedulability ratio
comparison with sEDF-VD, we assumed existing algorithms
could be adapted to run the recovery process properly without
additional overheads. To compare sEDF-VD with the standard
deadline-based algorithms, we mapped the SR3 workloads
to the non-mixed-critical sporadic workload model to sched-
ule using EDF [29] and Vestal’s mixed-criticality workload
model [44] to schedule using EDF-VD [19]. We discussed the
mapping to each model and the corresponding scheduling test
used to compare as follows:

• EDF (Non-Mixed Critical Scheduling Baseline). We map
an SR3 system workload to the standard sporadic task
model via doubling the execution of each HI-security task.
Additionally, we also include the recovery server. Note
that we justify such mapping in the example 1. With
our proposed task model mapped to the sporadic task
model, we use the DBF-based schedulability test [9] to
determine the EDF schedulability for the transferred set
as the DBF test is optimal for constrained deadline tasks
scheduled by EDF on a uniprocessor.
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Fig. 2: Acceptance ratio of the workloads under varying
utilization of the recovery server, subfigures correspond to the
different deadline-to-period ratios of the constrained deadline
task sets.

• EDF-VD (Mixed-Critical Scheduling Baseline). We map
our SR3 system to the MC task model by doubling the
utilization in the recovery mode for all HI-security tasks.
We also add the recovery task as a HI-criticality task to the
system where the normal execution budget of the recovery
task is set as 0. We use EDF with a virtual deadline (EDF-
VD) [8] as the scheduling algorithm. EDF-VD is a widely
accepted scheduler for Vestal’s MC task model. We apply

DBF-based schedulability test [19] to determine the
schedulability of the transferred task set.

Workload generation. The SR3 system workload generation
is controlled by the following parameters:

• n = {10}: Number of tasks in a task set
• uR = {0.1, 0.2, 0.3}: Utilization of the recovery server
• U = U

Cς
+ Uς = {x/20 | 1 ≤ x < 20}: Total utilization

of the task set in normal mode
• P = {0.5}: Probability of a task being HI-security
• RD = {0.9, 0.8, 0.7}: Deadline-to-period ratio
The task set generation begins with a target value for

normal mode utilization given by U . Using the UUniFast
algorithm [13], we derive the set of task utilizations in normal
mode. The utilization of the recovery server is given by the uR

parameter. Each task has a randomly selected period from 2 to
625, and the execution time is found by multiplying the task
utilization by its period. Deadline-to-period ratio RD is used
to generate constrained deadline workload. For each setting,
we generate 1000 task sets and present the results below.

Figure 2 reports the variation in acceptance ratios for
varying system utilizations under different recovery server
utilizations, where each subfigure demonstrates a different
deadline-to-period ratio of the constrained workload. All the
results are compared with two baseline algorithms.
Observations. When applying EDF [9], Figure 2 shows that
the acceptance ratio begins to drop as U increases beyond 0.5,
while the utilization of recovery server has noticeable effects
on the acceptance ratio. While sEDF-VD outperforms both of
the baseline algorithms, there is a noticeable performance gap
between the baselines too. EDF-VD [8] performs significantly
better than the EDF [9], which justifies the importance of our
modeling the SR3 system as a mixed-criticality system instead
of a standard of non-mixed-critical system. However, there is
around 20% performance gap between sEDF-VD and EDF
when system utilization is over 70%, mainly for pessimistic
modeling of SR3 workload to Vestal’s MC model, implying
the empirical dominance of sEDF-VD over EDF-VD.

We observe that the acceptance ratio decreases as the recov-
ery server utilization increases. We see that this degradation
is independent of the algorithms considered and is a direct
result of the added utilization in the recovery mode. Besides,
we demonstrated the effect of constrained deadlines of the
workloads on the schedulability through Figure 2a to 2c. As
expected, the more the deadlines become smaller than the
periods of the tasks, the less the number of the tasks becomes
schedulable. Such patterns are observable in Figure 2a to 2c.

V. CASE STUDY

This section presents a case study implementation of SR3

system using FreeRTOS with micro-ROS and validated using
a hardware-in-the-loop simulation of a flight control task.

A. Implementation

We implement SR3 on a testbed running micro-ROS [2] and
FreeRTOS [1]. The hardware platform is an STM32 F446RE
Nucleo-64 development board, which is based around an ARM



Cortex-M4 core. ROS 2 [3] is a popular framework for robotics
applications, and due to the resource-constrained nature of
microcontrollers, micro-ROS has been developed to make
core ROS 2 functionality available to embedded platforms.
We use micro-ROS on our platform using FreeRTOS [1] as
the operating system. We test the system’s performance with
hardware-in-the-loop simulation, where the microcontroller
flies a 3DR Iris quadcopter simulated in Gazebo, and use
ROS 2 Foxy as the communication layer.

The FreeRTOS kernel (version 10.2.1) is modified to imple-
ment the sEDF-VD scheduling policy. To implement sEDF-
VD in FreeRTOS, we modify the existing round-robin ready
queue into a queue prioritized by absolute deadlines—denoted
as readyQueue. The deadline shrinkage factor x is applied
to HI-security tasks at the moment they are added to the
readyQueue.
Workloads. We modeled the flight control and communication
tasks as HI-security tasks, while the logging and dummy tasks
as LO-security tasks. The micro_ros_subscriber task
subscribes to two topics: IMU messages from the simulator,
and control inputs from the pilot. For the purpose of the case
study, the flight control inputs are kept constant, instructing the
quad to fly level while slowly ascending. An additional value
is sent along with the control inputs that can be manipulated
to cause a stack overflow. This value does not affect flight
performance, but its value controls the position of an array
write operation. The vulnerable task does not check the bounds
of the array write, so the extra control input can be used
to cause memory corruption. The dummy tasks run NOP
instructions to emulate additional workload. We present the
summary of the workloads used in the case study in Table III.
The flight controller is a PID controller that maintains level
flight by adjusting motor output to minimize angular velocity
on each axis. The workload is schedulable following sEDF-
VD with a shrinkage factor x = 0.5.
Attack Formation. To emulate the attack, the extra control
input is used to trigger a stack overflow. The extra control
input does not affect the flight behavior of the quad and is
intended to simulate an input vulnerable to attack. During
the experiment, a victim task writes to an array using the
control input as the index. Setting the control input to a high
value causes the task to write invalid data to the top of its
stack, activating FreeRTOS’s stack overflow detection. Since
the position of the sentinel value is known for each task, we
can reliably trigger the FreeRTOS stack overflow detector.
Runtime Defense. As a defense against a memory-corruption
attack, we use FreeRTOS’s built-in stack overflow detection
to serve as a basic runtime defense. The FreeRTOS stack
overflow detector has two modes available. The first checks
whether the pointer to the top of the stack has increased
beyond the end of the stack, and the second checks whether
a sentinel value at the end of the stack has been overwrit-
ten. Both checks happen at the scheduler’s interrupt tick,
which is runs at 1000hz by default, and whenever a task is
switched out. For evaluation, we use the second mode. When
a stack overflow is detected, FreeRTOS calls a user-defined
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Fig. 3: Events timeline for the task set in Table III scheduled
using sEDF-VD algorithm on FreeRTOS running micro-ROS.
Each box represents the execution of a job. The purple vertical
line indicates the arrival of the attacking message to the
highlighted victim task, τ2, and the red vertical line indicates
when the system detected the error. Task releases are denoted
with a blue upwards arrow, and task deadlines are denoted
with a red downwards arrow. Following the proposed approach
in Algorithm 1, the highlighted recovery task, τ10, is always
executed immediately after the mode switch and victim task τ2
re-executed by its original deadline.

vApplicationStackOverflowHook function.
We set the user-definable overflow handler to kill the

attacked task, change the mode into recovery mode, drop all
LO-security tasks, and set the deadline scaling factor to 1. It
also releases the recovery task. If the victim task was a HI-
security task, it restarts the task. During the mode switch, the
new scaling factor is applied by updating the relative deadline
values with the new scaling factor, finding the new absolute
deadlines for tasks in the ready queue, and re-sorting it.

To measure task execution, we use the
traceTASK_SWITCHED_IN and SWITCHED_OUT
trace hooks provided by FreeRTOS. FreeRTOS calls the
corresponding hook whenever the scheduler switches a task
in or out, passing the task as an argument to the callback,
allowing us to determine exactly when tasks are executed. We
record these events, along with task deadlines and releases,
into a circular buffer, which is sent over ROS 2 at the end of
the experiment.

B. Evaluation

We evaluate the usefulness of the proposed solution by
investigating the following research questions (RQs): RQ1:
Can this be run on a real system? RQ2: Can the schedulability
test be replicated on a real system? RQ3: What are the possible
implementation overheads?
Evaluating RQ1: Real World System Implementation. We
report the workloads for the case study of a quadcopter with
hardware-in-the-loop simulation in Table III. In the experiment
depicted by Fig. 3, the targeted task is τ2, where an attack



TABLE III: Description of workloads used in the case study
ID Name Description Parameters
τ1 m ros subscriber Receive & decode ROS 2 messages over serial T = 10ms,C = 507µs, ς = 1
τ2 calculate angles Process raw gyroscope and accelerometer observations, and

correct gyroscope drift
T = 10ms,C = 180µs, ς = 1

τ3 calculate errors Calculate desired state and error from control inputs T = 10ms,C = 64µs, ς = 1
τ4 pid controller Determine new control actions from the calculated errors T = 10ms,C = 64µs, ς = 1
τ5 esc publish Publish control actions to simulator via ROS 2 T = 18ms,C = 285µs, ς = 1
τ6,7 dummy task hi Dummy load T = 10ms,C = 500µs, ς = 1
τ8,9 dummy task lo Dummy load T = 10ms,C = 500µs, ς = 0
τ10 recovery task Stops LO-tasks and restarts the attacked task. After recovery, it

serves as a dummy task to simulate the recovery server budget.
T = 1000ms,C = 860µs

has occurred at 144465 ms (purple line) into the experiment.
Note that we used relative time in Fig. 3 mapping 144465 ms
to 0 ms for ease of the presentation. Once τ2 is switched
out by the scheduler, the stack overflow check occurs and
fails, triggering a mode switch. The mode switch also releases
the recovery task of τ10. τ8,9, both LO-security tasks, are
stopped and removed. The scaling factor is reset to 1.0, and
the scheduler re-sorts the ready queue to account for the
changed deadlines. τ2 is re-created and released immediately,
maintaining the target job’s original absolute deadline as the
new deadline. The effect of the scaling factor on deadlines of
the HI-security tasks is visible; the new deadlines are expanded
to ensure adequate time for recovery. This demonstrates the
feasibility of SR3 on real-world systems.

Evaluating RQ2: Schedulability Evaluation via randomly
generated task sets. We also generated tasksets to run on our
hardware implementation. Similar to the case study setting, we
generated tasksets with 12 tasks (n = 12), where half are LO-
security tasks and half are HI-security (P = 0.5). The recovery
task utilization uR is randomly selected from {0.1, 0.2, 0.3}.
The schedulability test results for these are shown in Fig. 4.
Similar to the evaluation of synthetic workload in Fig. 2,
sEDF-VD performs better than the baseline algorithms. We
randomly selected 100 tasksets that passed our proposed
schedulability test, and 100 that did not, and ran them on the
hardware implementation while recording task response times.
We show the response times of these tasks in Fig. 5.

Although both HI- and LO-security tasks are selected uni-
formly and with equal numbers in each task, we observed the
consistent response time differences between the HI- and LO-
security tasks. As shown in Fig. 5, regardless of the utilization
of the task set, the response time of HI-security tasks is higher
than the LO-security tasks, which is expected as the targeted
task needs to re-execute, and all HI-security tasks remain
active in recovery mode with recovery tasks. Besides, we also
observed that the tasks that passed the schedulability test never
missed the deadlines; however, we also observed that most of
the task sets that failed in the schedulability test also did not
miss any deadlines. We believe there are two potential reasons
for such a relatively low deadline missed ratio of the tasks that
failed to pass the schedulability test failed tasks: (1) it could be
the artifact of our schedulability as the test is sufficient only,
or (2) we ran the test on the board to a limited time horizon,
such that the worst-case scenario in our system implementation

0.6 0.7 0.8 0.9
Utilization [Normal Mode]

0.00

0.25

0.50

0.75

1.00

A
cc

ep
ta

n
ce

R
at

io

sEDF-VD (Ours)

EDF-VD [18]

EDF [8]

uR = 0.1

uR = 0.2

uR = 0.3

Fig. 4: Schedulability of tasksets tested on our system imple-
mentation.

never occurred.

Evaluating RQ3: Implementation Overhead Analysis.
There are four sources of overhead in our implementation:
detecting that an attack has occurred, killing LO-security tasks,
adjusting deadlines of tasks in the ready queue and re-sorting
it, and creating the recovery task. FreeRTOS performs its stack
overflow check in the timer tick interrupt, so the maximum
time taken to detect a stack overflow is governed by the
scheduler’s tick frequency. We set the scheduler to 1000 Hz,
so the maximum possible delay for overflow detection is 1 ms.
Note that the detection latency is dependent on the system’s
CFI implementation. In our tests, killing a task in FreeRTOS
takes 8 µs. The time to kill a task did not change with the
stack size, the task’s execution time, and the number of tasks
in the system. After adjusting the deadlines of tasks in the
readyQueue, the queue needs to be re-sorted. We use the
queue implementation provided by FreeRTOS, which stores
items in a linked list and uses insertion sort. Re-building the
list with 12 tasks took 27 µs in the worst case. In FreeRTOS,
tasks are created with a user-specified stack size. The time
required to create the recovery task scales with the allocated
stack size. Creating a recovery task with a stack size of 300
words (which we used when running tasksets) took 62 µs,
while creating a recovery task with a stack size of 1000 words
(which we used in the evaluation), took 172 µs. While running
tasksets from the schedulability tests, the worst-case latency
from overflow detection to attack recovery was 151 µs, and
during the evaluation, the maximum recovery time was 272 µs.

The overhead for the recovery steps depends heavily on the
implementation of the task scaling, recovery task, CFI method,
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Fig. 5: The response times of tasks from the generated tasksets
when ran on our system implementation.

and the OS being used. In our implementation, recovery time
scales with the stack size of started tasks and the number of
tasks on the systems. Additional overhead may occur if the
recovery task performs extra checks on the system to ensure
stability. The FreeRTOS stack corruption implementation used
in this evaluation checks a canary value at the top of the
running task’s stack during scheduler ticks, which adds a
minimal amount of overhead, but will not catch all attacks. A
more advanced CFI mechanism may add additional overhead.

VI. RELATED WORK

Real-time systems security gained significant attention from
the community a while ago. Son et al. [38] first analyzed
fixed-priority multi-level systems for a covert channel and
revealed potential threats on scheduler-based attacks. Since
then, researchers demonstrated different types of attacks [46],
[45], [21], [26], [16], [42] on a regular basis necessitating
the importance of secure real-time system designs. While
several works [10], [31], [32], [50], [28] developed attack pre-
vention/mitigation techniques through scheduler constraints.
These techniques, in general, cannot prevent memory-based
attacks. In contrast, SR3 aims to recover a system instrumented
with runtime defense from memory-based attacks.

Several existing papers developed attack detection methods
modifying or adding hardware [11], software [47], [51], [52],
[53], [54] to monitor the malicious activities. Besides, previous
work has studied co-scheduling security monitor tasks [22],
[23], [24], [25] with real-time tasks in fixed-priority partitioned
multi-core systems with or without allowing migration of
monitor tasks. These papers assume that the security tasks
monitor security events and potentially detect the attacks
(i.e., works as IDS). However, IDS does not stop attacks;
they merely attempt to detect malicious activity, while run-
time defenses (e.g., CFI [18], [47], [56], data flow integrity
(DFI) [12]) prevent attacks from succeeding by crashing the
process. Note that, unlike IDS, runtime defenses are integral to
the task itself, and are not independently scheduled. Therefore,
detection using runtime defenses is real-time and has no
scheduling overhead. In SR3, tasks are instrumented with a
runtime defense instead of IDS.

Fault tolerance systems typically adopt different redun-
dancy techniques, including the re-execution [6], [35] of the
faulty tasks. While prior fault-tolerant works have studied

re-execution for fault tolerance, there are several important
distinctions in SR3. Our recovery task models the need for
additional workload to respond and recover from a malicious
threat, whereas in fault tolerance, the fault is assumed benign
and simply restarted [17]. Furthermore, by dropping the work-
load in the system in SR3, we are reducing attack surfaces
to the system at large. Also, runtime defenses detect attacks
immediately, while detecting benign faults can be challenging
and delayed (see Table 1 of [43] for a comparison of fault
detection techniques). [5] is a work-in-progress of this paper.

VII. CONCLUSIONS

We have presented SR3—a secure and resilient real-time
recovery model, scheduler, and analysis. This model is built
upon the mixed-criticality scheduling framework, where ‘secu-
rity’ is the source of criticality instead of ‘safety’. Our model
is an example of a multi-mode mixed-criticality system, in
which there are two operating modes, normal and recovery,
and tasks are either low- or high-security criticality tasks.
Additionally, to facilitate recovery from a security event,
a recovery task executes during recovery mode. To avoid
pessimism when adapting existing MC analysis, we developed
a uniprocessor scheduling algorithm with the modified virtual
deadline for each HI-security task and provided a DBF-based
schedulability test. We implemented the proposed framework
on FreeRTOS and evaluated it through a case study of control
tasks. Finally, we experimentally show that SR3 performs
better than the existing uniprocessor scheduling schemes such
as EDF and EDF-VD for mixed-criticality systems upon model
transformation via simulation on synthetic workload.

ACKNOWLEDGMENTS

This work was supported in part by the National Science
Foundation under Grant CMMI 2246672 and also by the
NASA Aeronautics Research Mission Directorate (ARMD)
University Leadership Initiative (ULI) under cooperative
agreement number 80NSSC24M0070. Any opinions, findings,
and conclusions or recommendations expressed in this material
are those of the author(s) and do not necessarily reflect the
views of the National Aeronautics and Space Administration.

REFERENCES

[1] Freertostm real-time operating system for microcontrollers. https://www.
freertos.org/. Accessed: 2022-04-07.

[2] micro-ros puts ros 2 onto microcontrollers. https://micro.ros.org/. Ac-
cessed: 2022-04-07.

[3] Ros 2 documentation. https://docs.ros.org/en/foxy/index.html. Accessed:
2022-04-07.
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